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Abstract

Providing timely and actionable feedback is essential for students
learning to program. While large language models (LLMs) are in-
creasingly used to automate this process, they remain costly to
deploy and raise concerns around privacy and institutional control.
Small language models (SLMs) offer a promising alternative: they
can be run locally and integrated more flexibly into educational
platforms. However, their out-of-the-box performance is often poor,
requiring targeted training to be effective in classrooms. In this pa-
per, we investigate whether a trained 3B-parameter SLM, guided by
rubric-based prompting and a pipeline combining supervised and
preference-based learning, can generate diagnostic feedback that
approaches the quality of larger models. We deploy the model in a
large-scale online programming course and compare its feedback to
its base and fine-tuned variants, Llama-3.1-8B, and GPT-4.1, using
human ratings from 53 teaching assistants and an automated LLM-
as-a-judge analysis. Our results show that careful training narrows
the feedback quality gap between an SLM and an LLM from over 80
to just 10 percentage points on key metrics. The trained SLM more
rarely hallucinates errors, is often rated as helpful by educators, and
only occasionally misses issues in student code. These findings sug-
gest that small models can serve as practical and scalable targeted
feedback solutions in large educational settings, while LLMs may
remain necessary for more comprehensive diagnostic feedback.
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1 Introduction

Learning to program is challenging for many. These challenges
can be somewhat alleviated with improved teaching practice [30].
A key part of this is providing feedback, which should be timely
and accurate [28]. Large language models (LLMs) have shown ex-
ceptional success in providing such feedback [22], leading to their
growing adoption in classrooms [1, 10, 20, 29, 31]. However, relying
on third-party services that provide access to LLMs can introduce
cost obstacles, privacy concerns, and scalability issues [5, 6].

These constraints are driving a growing shift towards using
smaller, open-source models [12], which can be deployed locally [16,
34] to reduce costs and give educators greater control over their
students’ data. Such models are particularly promising for providing
timely feedback in large-scale classes such as Massive Open Online
Classes (MOOCs), which feature thousands of students working on
hundreds of exercises.

Although small language models (SLMs) show promise for scal-
able and private deployment, recent studies demonstrate that their
feedback quality often falls significantly short of LLMs [17, 18].
SLMs are far more likely to produce inaccurate or hallucinated feed-
back, which can mislead learners and limit the pedagogical value of
automated feedback systems. Improving their performance is there-
fore essential before they can be reliably deployed in real-world
educational settings.

This study contributes to understanding the tradeoffs educators
face when replacing a large language model with a smaller, more
deployable model. While prior work has benchmarked trained small
language models on controlled datasets for generating hints [16], it
remains unclear how they perform in large-scale settings for other
types of feedback. Specifically, we assess their ability to generate
diagnostic feedback, that is, feedback that helps students understand
both what went well and what went wrong in their final programs.
We address the following research question (RQ):

What is the performance tradeoff in diagnos-
tic feedback quality when replacing a large lan-
guage model with a trained small language model?

To answer this question, we adopt a training framework that
transfers feedback capabilities from a large language model (GPT-
4.1) to a small language model (Qwen-2.5-Coder-3B, 3B parameters).
We deploy the trained model within Code In Place, a large-scale
online Python programming course, to generate feedback on four
programming exercises completed in the final week of the course.
We compare its feedback to that of larger models, including GPT-4.1
and Llama-3.1-8B, using two complementary evaluation methods:
(1) expert assessments by teaching assistants, who rate feedback
for correctness and helpfulness, and (2) automated judgment using
an LLM-as-a-judge framework.
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Our results show that, while untrained small language models
lagged far behind LLMs, by more than 80 percentage points on
key feedback metrics, targeted training can close most of this gap,
reducing the difference to just 10 percentage points compared to
GPT-4.1-level feedback quality. In particular, our trained SLM rarely
hallucinated errors and was frequently rated as helpful by educators,
although it sometimes missed issues in student programs. These
findings mark a meaningful step toward scalable, high-quality pro-
gramming education, where small, locally deployable models could
eventually support learners directly on their own devices.

Our study also makes the following technical contributions:

e We introduce a rubric-based prompting method to align
language models’ feedback with instructional goals.

e We design and evaluate a training pipeline that combines
supervised fine-tuning with preference learning, and analyze
its impact on the feedback quality of small language models
in a large-scale, open-access programming course.

o We release our code for training small language models for
diagnostic feedback: €) cip25-aiep

2 Related Work

While some prior work has fine-tuned large, proprietary models
for feedback-related tasks [21], our study builds upon recent efforts
to fine-tune open-source language models using preference-based
methods such as Direct Preference Optimization (DPO) [26], a tech-
nique that trains models through ranking or pairwise comparisons
to encourage preferred outputs. In programming education, Ku-
mar et al. [2] use DPO to train models for Socratic debugging and
dialogue, while Hicke et al. [12] combine supervised and preference-
based approaches to support retrieval-augmented generation for
answering student forum questions. Similar preference-based meth-
ods have also been used in other educational domains: Woodrow
et al. [32] and Scarlatos et al. [27] apply supervised finetuning and
DPO to provide feedback in probability and mathematics courses,
leveraging preference data collected from humans and LLMs. These
studies collectively demonstrate the broad applicability of reinforce-
ment learning and preference-based fine-tuning for educational
feedback, though none address diagnostic programming feedback.
Closer to our work is Kotalwar et al. [16], who fine-tune small lan-
guage models to generate Socratic hints using LLM-generated data
and supervised learning. However, our work differs in three ways:
(1) they do not investigate diagnostic feedback, (2) their approach
does not incorporate preference learning and, (3) their evaluation
is not conducted in a large-scale course setting.

3 Context

We conduct our study in the context of Code In Place!, a large-scale
MOOC designed to teach students worldwide the fundamentals of
Python programming. The course is primarily intended for people
who have no prior programming experience. The course runs annu-
ally over six weeks and combines pre-recorded lectures, hands-on
coding exercises, and weekly live Zoom sessions. Each session is
led by a volunteer TA, with one TA assigned to every ten students,
creating a supportive peer-driven learning community.

!https://codeinplace.stanford.edu/
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By the end of the course, students are expected to grasp core
programming concepts such as control flow, loops, console in-
put/output, graphics, lists, and dictionaries. Our study takes place
during the fifth edition of the course, offered in spring 2025.

In the final week, students are invited to complete four voluntary
programming assignments, referred to as diagnostic exercises, de-
signed to assess their mastery of the course content. The exercises
include: (1) determining astronaut height eligibility, (2) identifying
even or odd numbers from 1 to 100, (3) processing a non-decreasing
number sequence, and (4) fixing a buggy graphics program to draw
two cars at given positions. These exercises are intended to consol-
idate key skills learned throughout the course, including variables,
loops, input/output, and graphics. To mimic an exam setting, stu-
dents are given three hours to complete the exercises, during which
they can run their code but have no access to unit tests or automated
grading. We consider only their last submitted program.

Our goal is to provide students with diagnostic feedback, which
clearly highlights both strengths and errors in a student’s submis-
sion in a constructive tone, going beyond basic test-case feedback.
Such feedback can prevent discouragement in struggling students
while reinforcing confidence in those who succeed [9].

Historically, feedback on diagnostic exercises in early editions of
our MOOC was powered by teaching assistants completing grading
rubrics [33]. Each rubric consisted of items aligned with key aspects
of the intended problem-solving strategy, scored on a Likert-like
scale and accompanied by representative errors. Teaching assis-
tants were asked to justify their selections with short, one-line
explanations. Figure 1 shows an example rubric.

Example Grading Rubric

Looping: Correct / Minor error (e.g., off-by-one) / Major issue
Checking Even or Odd: Correct / Minor error / Major issue
Printing: Correct / Minor formatting / Major issue

Syntax Errors: None / Minor / Major

Figure 1: Illustrative version of the grading rubric used to
assess the even or odd exercise.

Given how tedious this task can be for TAs, we began explor-
ing the use of generative language models to support the teaching
team. Prior to the advent of powerful LLMs, a popular line of work
framed programming feedback as a multi-label classification task,
with each label corresponding to a mistake or success pattern de-
fined in grading rubrics [23, 33]. Building on this foundation, we
adapt a rubric-based structure to prompt modern language models
for programming feedback generation. We found rubrics benefit
both learners and educators: (1) they provide a structured scaf-
fold that aligns feedback with each exercise’s learning objectives,
potentially mitigating hallucinations [11], and (2) they allow in-
structors to quickly identify patterns of student difficulties at scale.
In the 2023 (resp. 2024) edition of the course, we piloted the use of
GPT-3.5-turbo (resp. GPT-40) to automatically fill in rubrics and
generate short explanations, using one-shot examples based on
human-annotated feedback. Building on this experience, we now
investigate whether trained small language models can also support
the provision of rubric-based diagnostic feedback and offer a more
cost-effective and scalable solution for future course offerings.
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4 Methodology

In this section, we revisit the task of diagnostic feedback, and then
present our training methodology for improving SLMs.

4.1 Generating Feedback

To elicit high-quality diagnostic feedback, we refined the rubric-
based prompting approach used in prior course deployments, incor-
porating observations from earlier pilot studies and recent advances
in language model prompting. Figure 2 illustrates our feedback
prompt template.

We provide a language model with the problem description,
the student code, and the grading rubric as input and instruct the
language model to provide diagnostic feedback using a structured
approach described below.

Step 1 - Reasoning. First, the language model is asked to reason
about the student’s mistakes and successes using the provided
rubric. Specifically, we adopt zero-shot chain-of-thought [15] (i.e.,
we pre-fill the model answer with "Let’s think step-by-step”) to
enforce the model to lay out its analysis while allowing space to
reflect freely without phrasing sentences that would need to be
understandable by students.

Step 2 - Grading. Next, the language model is instructed to fill
in the grading rubric by selecting the appropriate option for each
item. This step consolidates the model’s reasoning into a structured
decision, scaffolding the feedback generation process. Moreover, it
benefits educators by enabling systematic comparison of student
submissions and analysis of common errors at scale.

Step 3 - Feedback. Finally, the model provides feedback address-
ing each student directly. We explicitly instruct the model to (1)
begin its feedback by highlighting all positive items in the student
submission, (2) explain the first two mistakes in their code accord-
ing to the grading rubric, and (3) finish with encouragements. This
strategy, sandwiching negative feedback between positive praises,
is meant to ensure feedback is received constructively [3]. During
our pilot studies, we observed that students who failed multiple
rubric items often received lengthy negative feedback. Such feed-
back could become overwhelming and demotivating. To address
this, our prompt explicitly instructs the language model to focus
negative feedback on only the first two mistakes, following the
order of items in the rubric, which reflects the logical progression
of the intended problem-solving strategy. While this approach does
not address all mistakes in a student’s submission, we believe it is
preferable for students to focus on a few key issues rather than risk
disengagement due to information overload [8, 28].

4.2 Fine-tuning Small Language Models:
Distilling Knowledge From LLMs

In this subsection, we formalise our approach to fine-tune a small
language model g (the student LM) to provide high-quality diagnos-
tic feedback. Let us assume access to a dataset D = {(d, s’, ri)}f\il
consisting of N triplets of problem descriptions d?, student pro-
grams st, and rubrics r. We also assume access to a teacher LLM,
77, available via an online API (e.g., GPT-40 via the OpenAI API),
which is proficient at providing feedback but expensive to query.
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In this work, we propose to transfer some of the teacher LLM’s
feedback capabilities into the small model using a combination of
supervised fine-tuning and preference-based learning.

Feedback prompt template

Inputs: Problem description, student code, grading rubric

Outputs:

(1) Reasoning: Reflect on the quality of the student’s submission, consider-
ing each rubric item in order.

(2) Rubric grading: For each rubric item, choose the rubric option that
corresponds to it.

(3) Feedback:
o Highlight all satisfied rubric items.
o Identify and explain only the first two mistakes.

L o Ensure feedback is clear, encouraging, and actionable. )

Figure 2: We prompt our language models to provide feedback
using rubric scaffolding and a chain of thought approach.

Step 1- Supervised fine-tuning. Given the lack of human anno-
tations, following Kotalwar et al.[16], we leverage supervised fine-
tuning (SFT) using feedback generated by a teacher model. For each
incorrect program in the training set, we use the structured prompt
described in Section 4.1 to obtain teacher outputs (t, g, fi) ~
JTT(Si, d, ri), where tf. is the model’s reasoning (thought), gi. the
filled-in rubric, and f} the generated feedback. We generate such
feedback using greedy decoding. The student model is then fine-
tuned using a standard negative log-likelihood (NLL) loss over these
outputs, yielding the SFT model . SFT acts as a basic form of
knowledge distillation, where the student imitates the teacher.

Step 2 - Preference-based fine-tuning. To further improve
the model, we use a variant of Direct Preference Optimization
(DPO) [26], an offline algorithm that updates models based on
ranked output pairs. In our setting, this requires constructing a
preference dataset for training: P = {(x%, yf}V i yliose)}?i 1» Where
xi = (di, st ri) is the input, and each output yi = (ti,gi,fi) consists
of a thought process, grading decision, as well as written feedback,
with y";v . Deing preferred over yliose in terms of overall feedback
quality. Prior work built such datasets by generating multiple out-
puts per input and ranking them via human annotators [32] or
LLM-as-a-judge systems [27]. While very effective, these methods
can be costly to scale.

Instead, we design our approach to squeeze as much knowledge
as possible from the available teacher generations. To that end, we
automate preference construction by treating the teacher’s out-
put as the preferred response y";vin and the student SFT output as
the dispreferred one yliose. This strategy aligns with recent work
in programming education that leverages existing human annota-
tions to create preference pairs [2, 12]. We generate the SFT output
(g 9ogp fig) = st (x) using greedy decoding.

Prior work suggests that language models trained with the stan-
dard DPO loss [26] in settings where both outputs are syntactically
similar can sometimes struggle to capture meaningful learning sig-
nals, leading in turn to degraded performance [4], a trend we also
observed in our preliminary experiments using teacher LLM and
SFT model outputs.
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To address this, we adopt the Noise Contrastive Alignment (NCA)
loss [4], a variant of DPO that provides a more stable learning signal.
NCA has shown improved results on math and coding tasks by en-
forcing alignment with the preferred output while still accounting
for the dispreferred one. We refer readers to the original work for
technical details.

4.3 Experimental Setup

We use GPT-4.1 as the teacher LLM (777), selected based on OpenATI’s
benchmarks showing stronger performance on programming tasks
compared to GPT-4o0. For the student model (7g), we fine-tune
Qwen-2.5-Coder-3B [14], a 3 billion parameter language model
that currently leads performance among non-reasoning models in
its size class on several open-source benchmarks. We deliberately
chose a student model of this scale to reflect our long-term goal of
deploying feedback models directly on students’ devices. Models in
the 3B range offer a practical tradeoff between accuracy, inference
speed, and memory footprint.

Our training dataset (D) consisted of all collected student submis-
sions for the fourth edition of our MOOC, with roughly 1,000 unique
submissions per exercise (after duplicate elimination with AST nor-
malization). We fine-tune the student model using LoRA [13], a
parameter-efficient finetuning (PEFT) technique that trains only a
small set of additional parameters, keeping the base model frozen.
We report our training hyperparameters in our released code base.

5 Evaluation

After training, we collected student submissions from the diagnos-
tic exercises and generated feedback for each solution using both
the trained SLM and GPT-4.1. Feedback generation followed the
approach described in Section 4.1. We focus on two complemen-
tary evaluation perspectives presented in this section: (1) expert
evaluations from teaching assistants and (2) automated assessment
using an LLM-as-a-judge, both aimed at answering our (RQ).

5.1 Feedback Quality Criteria

Butler et al.[3] suggest that effective feedback involves two main
stages: first, noticing mistakes, and second, responding to those er-
rors. Drawing on this perspective and recent work in educational
feedback [1, 18, 27, 32], we adopt correctness and helpfulness as the
primary criteria guiding our evaluation. Specifically, correctness
reflects whether the feedback accurately identifies the first two er-
rors in the student program (while highlighting the strengths of the
solution); helpfulness captures whether the information is commu-
nicated in a way that meaningfully supports student understanding
and learning. By definition, incorrect feedback cannot be help-
ful [25]; however, even accurate feedback may be unhelpful if, for
instance, it uses unfamiliar concepts or is not beginner-friendly [11].

To enable a more detailed analysis, we further decompose cor-
rectness into four dimensions drawn from prior work [19, 27]:
perceptivity (whether at least one mistake is identified), accuracy
(whether the first two mistakes are correctly identified), selectivity
(whether the feedback avoids hallucinating errors not present in the
student’s program), and positivity (whether the feedback maintains
a constructive tone and highlights correct aspects of the solution).
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We do not decompose the helpfulness criterion, and instead, we
rely on human annotators to assess it; We use high-level correctness
and helpfulness as the two main criteria in our human evaluation
and leverage the detailed criteria in our LLM evaluation.

5.2 Human Evaluation

We recruited volunteer teaching assistants to evaluate the quality
of the feedback. Each TA was assigned five student submissions
per exercise, sampled using Malik et al. [23] zipf-aware selection
strategy to ensure coverage of both typical and atypical solutions.
For each student submission, TAs were shown two anonymized
feedback responses, one from each model, in a randomized order
to ensure blindness. They rated each response using our two main
quality criteria: correctness and helpfulness (both binary).
Following Woodrow et al. [32], they also indicated which feed-
back they would prefer to provide to a student, or whether they
liked both (or neither) responses. This dual approach captures both
objective quality judgments and subjective pedagogical preferences.
TAs also had the option to add comments to justify their annotation.

5.3 LLM Evaluation

To scale our evaluation, we adopt an LLM-as-judge approach [35],
which has proven reliable in prior work for assessing feedback qual-
ity at scale [12, 18, 19, 27, 32]. We use this setup to contextualize the
performance of our trained model (NCA), comparing it against two
baselines: its base version (Qwen-2.5-Coder-3B) and the supervised
fine-tuned version (SFT). We also include Llama-3.1-8B [7] as a
reference point, given its widespread use in recent studies training
language models for educational feedback [2, 16, 27, 32].

Our evaluation follows the Ground-truth Assisted Grading (GAG)
strategy from Koutcheme et al. [18], in which an LLM (here, GPT-
4.1) compares a model-generated feedback response to a trusted
reference. Since we do not have human-written references, we
use GPT-4.1-generated feedback that has been independently vali-
dated by teaching assistants as both correct and helpful, ensuring
the reference feedback is of high quality. As a reminder, GPT-4.1-
generated feedback is an upper bound on the quality of feedback
we can obtain because the SLM is trained from outputs of the LLM.
While this setup limits our evaluation to submissions where GPT-
4.1 produces high-quality responses, it offers a more reliable way
to answer our research question and understand the performance
tradeoff when replacing GPT-4.1 with a trained small language
model. Specifically, given a problem description, student code, and
this validated reference feedback, we prompt GPT-4.1 to judge the
evaluated feedback using the detailed correctness quality criteria
outlined earlier: perceptivity, accuracy, selectivity, and positivity.

6 Results

In total, 5,452 students completed the diagnostic exercises. We had
53 TAs volunteering to annotate a total of 1060 student submissions,
resulting in 265 annotations for each exercise.

6.1 Human Evaluation: Absolute Quality

Figure 3 shows the performance of our trained model (Qwen-2.5-3B
NCA trained) against GPT-4.1, as evaluated by our teaching assis-
tants across our exercises. We can make the following observations:
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Figure 3: Proportion of positively rated feedback from
the LLM (GPT-4.1) and the SLM (Qwen-2.5-Coder-3B, NCA-

trained) across four diagnostic exercises, as evaluated by
teaching assistants for correctness and helpfulness.

In terms of correctness, the gap between our trained SLM and
GPT-4.1 remains relatively consistent: GPT-4.1 produces, on aver-
age, 11 percentage points more correct and helpful feedback. An
exception is the even/odd exercise, where the gap narrows to just
4 percentage points. Both models perform best on the draw-car
exercise. GPT-4.1 struggles most with even/odd, while our SLM
performs worst on the non-decreasing sequence task.

We observe similar trends when analyzing helpfulness. As a re-
minder, feedback can be correct without being helpful, but helpful
feedback must be correct. GPT-4.1 shows a small drop in helpful-
ness compared to correctness: losing 0.06 percentage points on the
draw-car, even/odd, and non-decreasing sequence exercises, and
0.04 on the astronaut exercise. The small language model exhibits
an average drop of 0.04 points on even/odd, non-decreasing se-
quence, and draw-car. However, it generates significantly less (0.09
percentage points lost) helpful feedback than correct feedback on
the astronaut exercise.

6.2 Human Evaluation: Subjective Preferences

Figure 4 presents teaching assistants’ preferences between LLM
and SLM feedback, considering only cases where both responses
were rated correct and helpful.

SN LM mmm SLM  mmE Both

38% 40% 38% ﬂ

Astronaut Even/Odd Non-decr. Draw Car

Figure 4: Teaching assistants’ preferences between LLM and
SLM feedback for responses rated as both correct and helpful.

Our results suggest that for the Astronaut, Even/Odd, and Non-
Decreasing Sequence exercises, SLM feedback is at least as preferred
as LLM feedback in roughly 65% of cases. The only exception is
the Draw Car exercise, where only 55% of feedback from the SLM
meets this threshold, indicating a more noticeable tradeoff when
replacing the LLM with the SLM.
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To better understand TA preferences, we conducted a compara-
tive linguistic analysis of their comments. Using GPT-4.1, we anno-
tated each comment with a normalized superlative adjective (e.g.,
“more clear”, “more generalizable”), then standardized them into a
concise set (e.g., “clear”, “concise”, “supportive”). We then computed
the standardized comments frequencies across responses preferring
LLM vs. SLM feedback and calculated log odds ratios (with Laplace
smoothing) [24] to identify qualities distinctive of each model.

In order of importance, TAs described LLM feedback as: more
complete, friendly, supportive, positive, and specific. In contrast, SLM
feedback was more often characterized as more generalizable, less
harsh, more constructive, and more detailed.

These differences suggest that, even after LLM distillation, the
SLM retains a distinctive feedback writing style. Zhou et al. [36]
posits that fine-tuning reorganizes existing knowledge to match task
expectations, but that most of a model’s core capabilities come from
pretraining. This might explain why some TAs prefer one feedback
over the other even when both are perfectly rated.

6.3 LLM Evaluation

After evaluating the model’s overall performance with expert judg-
ment, we now turn to a more detailed analysis of correctness using
an LLM-as-a-judge framework. Figure 5 presents our results.

[ Llama-3.1-8B [ Qwen2.5-3B = SFT [ NCA

0.95 0.96

Proportion
e o 9o »
» o L =}
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0.0 -
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Figure 5: Proportion of feedback generated by four small
models that satisfy each criteria as judged by GPT-4.1.

Smaller language models (Qwen-2.5-3B and Llama-3.1-8B) strug-
gle to generate high-quality feedback. Accuracy remains below
20%, indicating that these models rarely identify both of the first
two errors in student code. Although perceptivity is slightly higher
(around 44-50%), it still falls short of a reliable baseline. Combined
with low selectivity scores (below 40%), these findings confirm that
untrained SLMs do indeed hallucinate issues [11, 18]. Interestingly,
Qwen-2.5-3B performs comparably to Llama-3.1-8B in accuracy, re-
flecting the advances of recent 3B-scale models. Additionally, Qwen
is generally more selective than Llama. However, its lower percep-
tivity suggests the 3B parameter model adopts a more conservative
approach to error identification.

Training yields substantial performance gains across all crite-
ria. Supervised fine-tuning (SFT) alone raises accuracy to 75% and
selectivity to 95%, while preference learning with NCA provides
additional improvements, pushing accuracy to 77% and selectivity
to 96%. These incremental gains suggest that even when reusing the
same teacher-generated data, preference-based optimization can
help refine model behavior. However, broader improvements may
require exposing the model to a more diverse range of generations
or learning scenarios [27].
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The trained SLM achieves 88% perceptivity, typically identifying
at least one meaningful issue in most submissions, and over 94% se-
lectivity, rarely hallucinating errors. This suggests that the trained
SLM could be particularly effective at generating hints or targeted
feedback on single issues. Our 3B model achieves comparable cor-
rectness to Kotalwar et al. [16] 8B model trained for hint generation,
reflecting the steady progress of small open-source models.

Looking closer, the lower overall accuracy and very high pos-
itivity suggest a cautiousness in flagging errors, with the model
sometimes missing mistakes. Put differently, if we view feedback
generation as multiple binary classification tasks [33], the model
tends to make more false negatives than false positives which, in
our MOOC setting, is the least harmful type of error as it avoids
discouraging first time programming students. We observed earlier
that our SLM exhibited already higher selectivity and lower per-
ceptivity than LLama before training. Those observations reinforce
our hypothesis that certain base model properties, such as caution
in error identification or generation style (e.g. supportiveness) may
remain even after supervised fine-tuning and preference learning.

6.4 Case Study: Student Perceptions

We deployed feedback to all 5,452 students who completed the di-
agnostic exercises. Each student was randomly assigned feedback
from either the LLM or the SLM for three of the four assignments
(Astronaut, Even/Odd, and Non-decreasing), while all students re-
ceived LLM feedback for the Draw-Car exercise due to an imple-
mentation error. When viewing their feedback, students could op-
tionally indicate whether it helped them learn something by giving
a thumbs up or thumbs down. Students were not required to view or
respond to their feedback. In total, 313 students responded. Almost
all of them gave positive ratings across all exercises and models
(at least 95% positive in each), indicating that students generally
perceived the feedback as helpful regardless of model source.

Interpreting these results requires caution: participation was
optional, the missing data is not random, and students may prefer
praise over constructive criticism. Despite these limitations, the
student ratings broadly mirrored TA preferences, with a slight
preference for LLM feedback over SLM feedback.

7 Discussion

Implications for teaching and learning. Our findings sug-
gest that modest training significantly boosts small language model
(SLM) performance. While SLMs are not yet full replacements for
LLMs in generating comprehensive diagnostic feedback, they can
still play a valuable role in large-scale learning environments when
deployed alongside LLMs. For example, SLMs can support light-
weight tasks such as providing timely Socratic hints or explaining
a single error during the coding process. These models can be de-
ployed locally using tools like WebLLM, enabling fast, low-latency
feedback, even offline [16]. In contrast, LLMs can be reserved for
more detailed feedback when students complete their exercises.
Trained SLMs can also be used for full diagnostic feedback, par-
ticularly on exercises where they perform well. Identifying such
exercises could rely on LLM-as-judge evaluation [35], or emerging
methods that relate a model’s program repair capabilities to its
feedback generation quality [17].

Koutcheme et al.

Importantly, our results also highlight the importance of base
model selection. Educators should consider not only initial model
performance but also the generation style of the model, as some
characteristics can remain even post-training.

Limitations. Our study has several limitations. First, our evalu-
ation focuses on a single small language model and a single large
language model, within the context of one Python MOOC and
just four exercises. While our findings are consistent with prior
work, their broader generalization should be confirmed through
replication studies in other courses and contexts. Future studies
should also assess the effectiveness of newer small and large rea-
soning models for feedback generation. We also did not directly
compare our rubric-driven prompting approach to a more open-
ended baseline. In this work, rubric-based prompting is treated as
an integral part of the feedback generation strategy, rather than a
variable under evaluation. Future work should isolate and investi-
gate the specific contribution of rubrics prompting. Moreover, our
prompts did not incorporate program execution results or unit test
information [25], instead relying solely on model-based correctness
detection. Including unit test outcomes could help filter out cor-
rect solutions or provide more targeted guidance to models about
which aspects of student code need improvement. Finally, we did
not assess inter-rater reliability among the course staff which may
affect the consistency of subjective judgments.

Future Work. For future work, we plan to explore advanced
training strategies to further narrow the performance gap between
SLMs and LLMs. One direction involves applying human prefer-
ence optimization techniques [32], using the large volume of TA
preference data collected in this study to refine the model for future
course iterations. In parallel, we aim to leverage the broader dataset
spanning all exercises in our MOOC to support generalization and
to explore additional points in the course where feedback models
could be effectively deployed. Ultimately, our goal is to deploy these
models directly in students’ development environments, evaluate
their impact on learning outcomes, and compare these results to
studies using LLM-based feedback [6].

8 Conclusion

This work aimed to answer the following research question: What
is the performance tradeoff in diagnostic feedback quality
when replacing a large language model with a trained small
language model? Our results suggest that while replacing an LLM
with a trained SLM may lead to some issues in student solutions be-
ing omitted, the feedback provided by SLMs is still often perceived
as helpful by educators, as it typically highlights at least one key
issue in the student’s program and more rarely hallucinates errors.
These findings highlight the potential of hybrid systems that com-
bine the efficiency of small models with the advanced capabilities
of LLMs, supporting scalable feedback in large educational settings.
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